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Abstract

We construct stable, maximal order boundary closures for high order central difference methods. The stability is
achieved by adding a small number of additional subcell nodes near the boundaries at experimentally determined loca-
tions. We find that methods up through 8th order can be stabilized by the addition of a single node, up through 16th order
by the addition of two nodes, and up through 22nd order with three extra nodes. We also consider the application of the
technique to dispersion relation preserving methods, and we construct and test artificial dissipation operators.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction

Simple analysis and computational experience both suggest that high order or, more generally, high reso-
lution methods are required for the efficient solution of problems which involve wave propagation over many
wavelengths. Therefore, high order methods using both structured (e.g. [15]) and unstructured (e.g. [11]) grids
have been extensively studied. A potential advantage of structured grid approaches is the weak dependence on
method order of the time step stability constraints of the standard central difference approximations. How-
ever, it has been difficult to construct stable boundary closures, which match the order of the interior schemes.

In [18], a systematic procedure for building stable boundary closures is given. The idea is to construct
boundary closures and modified inner products such that a discrete summation-by-parts formula holds,
and thus they are referred to as SBP methods. In [16,17,3] and elsewhere techniques are proposed to exploit
this property to derive stable, fully discrete approximations. However, a defect of these methods, particularly
if the more convenient diagonal norms are to be used [19], is that the order of the boundary closures may be
limited relative to the order of the interior scheme; precisely only orders half those of the interior scheme can
be constructed [18].
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In this work, we pursue an alternative approach which apparently avoids the order restrictions men-
tioned above and which allows a completely straightforward derivation of the difference formulas. Our pre-
mise is that the instability of the maximal order one-sided difference formulas is simply a manifestation of
the Runge phenomenon. Therefore, we seek to counteract it by refining the grid near the boundary. Pre-
cisely, we insert a small number of additional nodes (1-3) in the first or first two cells. We note that a
boundary refinement strategy obviously works in the extreme limit of pseudospectral approximations [5],
though then a considerable fraction of the grid must be concentrated near the edges. In [7], we developed
stable methods using the hybrid Gauss-Trapezoid quadrature nodes constructed in [1]. However, it is clear
that such precise node locations are not necessary to obtain stability. Here we attempt to find the minimal
number of additional nodes required to produce stable closures. We find experimentally that only one
additional node is needed for methods of order 8 and below, that only two additional nodes are needed
for methods of order 16 and below, and that with three additional nodes we can stabilize methods up
to order 22.

The remainder of the paper is organized as follows. In Section 2, we describe in detail our grid construction,
which involves minimizing the spectral radius of the difference operator with boundary conditions subject to
the stability constraint on the sign of its eigenvalues. In Section 3, we further analyze the stability of the result-
ing boundary closures by examining the determinant condition associated with the Laplace transform of its
semidiscretization. In Section 4, we extend our construction to Tam and Webb’s DRP schemes [20] and in
Section 5 we construct stable artificial dissipation operators. Numerical experiments with constant coefficient
and variable coefficient linear systems are presented in Section 6. Finally, we conclude in Section 7 and suggest
problems for future work.

2. Construction of the grids

Consider approximations to the first derivative, d/dx, for functions, u, defined on the interval x € [0,1] sat-
isfying the boundary condition u(1) = 0. We introduce a grid, ¥,, which is the union of the uniform grid with
mesh width # = 1/N and a finite number of additional nodes:

Gy = {jh, 0<j<NH Ha b1 —zeh, k=1,...,p}, 2.1)

where z, ¢ Z (In what follows we will only consider p =1, 2, 3 and 0 <z, <2. That is, extra points will be
located in the first two cells.). An approximate derivative operator, D,,, of order 2¢ is defined in the following
way. Let U be a function defined on %,. For nodes on the uniform grid whose ¢ nearest neighbors to each side
are also nodes on the uniform grid we take (D,,U); to be the standard 2¢th order central difference approx-
imation as defined, for example, in [6, Chapter 3]:

q
Dy U; = Zﬂk(UHk = Uji), (2.2)
k=1

| =

with the f; being grid-independent coefficients. For the other nodes we simply use the derivative of the degree
2q interpolating polynomial constructed from the data at the target node and 2¢ neighbors: ¢ taken from each
side when possible and taken from the boundary node into the domain when not. The resulting operator can
be represented as a banded matrix of dimension (N + 2p + 1) X (N + 2p + 1) identifying grid functions with
vectors of length (N + 2p + 1) and assuming the elements are ordered according to the order of the nodes.
Lastly, we impose the boundary condition U(1) =0 by eliminating the last row and column of this matrix,
resulting in an (N + 2p) X (N + 2p) matrix, Zo,;.

Our criteria for grid construction are based on the spectra of the matrices Z,,,. A straightforward calcu-
lation shows that the continuous first derivative operator defined in an appropriate space of functions satis-
fying the boundary conditions in fact has no spectrum (Simply solve % —u=F, u(l)=0 for arbitrary
A € C.). Thus all eigenvalues of Z,,, are in some sense spurious. As our goal is to construct stable approxi-

mations to the well-posed hyperbolic initial boundary value problem:

u=u, +F, u(x,0) =g(x), u(l,7) =0, (2.3)
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we require a stable semidiscretization; that is we require that the eigenvalues of &, have negative real part. In
addition, we wish to minimize the time step stability constraint. In detail this would require a specific choice
for the time stepping scheme, so as a surrogate we minimize the spectral radius. Thus we approximately solve:

Problem 1. For fixed N, p, ¢ choose {z;,k =1, ... p} to minimize p(Z24,) subject to 6(Zr,s) C C™.

An obvious defect of the direct use of Problem 1 to choose a grid for a practical calculation is the probable N-
dependence of the results. However, our experiments show that the N-dependence is weak for N large enough
compared with p and ¢, so we will simply use approximate minimizers calculated for fixed values of N.

Of course it would be possible to employ minimization software to compute the optima. However, given the
small number of parameters to be determined and the restrictions on their values we simply employed a brute
force search, sampling z; on a grid of width Az =0.01.

2.1. Results

We consider three possibilities: one extra point in the first cell, two extra points in the first cell, and three
extra points — two in the first cell and one in the second (Putting three points in the first cell was ineffective.). In
each case grids were found with feasible — that is stable — discretizations up to some maximum order. Beyond
the maximum order no stable discretizations were found. The maximum orders for which grids were con-
structed in this way were 8 when p =1, 16 when p =2, and 22 when p = 3. We tabulate below the values
of z; which approximately solve the constrained problem along with basic properties of the spectrum for
N =100 and N = 200.

We note that if methods of a given order could be stabilized for a certain value of p then so could all meth-
ods of lower order. As indicated by the case 2g = 8, p = 2, increasing p beyond the minimum value required
for a given order tended to increase the spectral radius. However, for very high-order methods increasing p did
produce more robustly stable approximations. This is discussed further in the section on numerical experi-
ments, where we recommend the restriction 2g < 12 for p =2 and 2¢g < 18 for p = 3. We see that the spectral
radius itself, when scaled by the interior grid spacing, appears insensitive to V. However, the distance of the
spectrum from the imaginary axis decreased as N increased. It is of interest to view plots of the spectra them-
selves (see Figs. 1-3.). We consider 2¢g = 8 with p =1, 2¢ = 16 with p = 2, and 2¢ = 22 with p = 3. In all cases
the spectrum consists of a large number of eigenvalues lying on what appears to be a smooth curve plus a small
number of outlying eigenvalues. The latter determine the spectral radius while the edge of the former usually
determines the maximum real part (see Table 1).

Lastly, we note that once the z; have been chosen, the coefficients of the difference methods are directly
computed by constructing and differentiating the appropriate Lagrange polynomials. For ease of implemen-
tation we have simply performed this calculation at startup. For example at the left boundary if
X1 <xp <--- <Xxpgup are the first 2¢ + 1 nodes (including the extra nodes) and x is a node where the central
difference formula is not employed we have the unbalanced formula:

2g+1

1
(Z20iU) = > U (24)
j=1
where we compute oy; by introducing ¥ =*%, X; =*-* and computing the coefficients of the Lagrange
polynomials:
2g+1 )NC _ ik
Lix) = . (2.5)
kzl;c[éj A
Then:
Otkj = L;()?k) (26)

We could, however, tabulate the coefficients in each case for select choices of the extra nodes. In Eq. (A.37)
in Appendix, we list in detail the 8th order one-sided approximations with p = 1 and z; = 1 (We chose 1 instead
of the optimal value 0.19 to produce simpler rational coefficients.).
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Fig. 2. Spectra of 1%, for p =2.

2.2. Sensitivity

As the grid construction depends on an ad hoc numerical minimization with an arbitrary choice of the num-
ber of nodes in the interval, it is of interest to check the sensitivity of the important spectral quantities with
respect to variations in the node locations and in the number of nodes. We present such studies below focusing
on three cases: 8th order approximations with p =1, 12th order approximations with p =2, and 16th order
approximations with p = 2.

For the first case, we consider varying the node location, z;, between 0.05 and 0.35 with N = 200 fixed. The
results, shown in Fig. 4, show that the discretization is stable for z; in a wide subinterval about the optimal
value 0.19. The spectral radius, on the other hand, shows rapid growth as z; is decreased below the optimal
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Fig. 3. Spectra of h%»,, for p =3.

Table 1
Optimized grid locations and spectra of %5,
z 23 z3 2q N N~'p(2) N’lmax,;en(g)mzl
0.89 - - 4 100 1.65 —4.84(-5)
0.89 - - 4 200 1.65 —5.79(—6)
0.21 - - 6 100 1.59 —7.63(-5)
0.21 - - 6 200 1.59 —9.09(—6)
0.19 - - 8 100 1.83 —1.10(—4)
0.19 - - 8 200 1.83 —1.25(-5)
0.13 0.83 - 8 100 3.02 —1.36(—4)
0.13 0.83 - 8 200 3.02 —1.62(-5)
0.13 0.97 - 10 100 3.05 —1.55(—4)
0.13 0.97 - 10 200 3.05 —1.82(-5)
0.13 0.87 - 12 100 2.95 —2.09(—4)
0.13 0.87 - 12 200 2.95 —2.40(-5)
0.10 0.53 - 14 100 3.05 —2.83(—4)
0.10 0.53 - 14 200 3.05 —3.03(-5)
0.10 0.53 - 16 100 3.02 —1.94(—4)
0.10 0.53 - 16 200 3.02 —1.94(-5)
0.10 0.43 1.90 18 100 3.45 —4.00(—4)
0.10 0.43 1.90 18 200 3.45 —4.30(-5)
0.10 0.43 1.86 20 100 3.40 —5.38(—4)
0.10 0.43 1.86 20 200 3.40 —5.44(-5)
0.10 0.43 1.77 22 100 3.50 —4.19(—4)
0.10 0.43 1.77 22 200 3.50 —3.90(-5)

value, but very slow growth as it is increased. Thus these basic properties of the spectrum are essentially
unchanged for increasing z; beyond the optimal value 0.19 to about 0.31.

We now fix z; = 0.19 and vary N from 20 to 1000. As seen in Fig. 5, the scaled spectral radius is essentially
constant. The maximum real part, on the other hand, does increase with increasing N more rapidly than a
simple scaling by the mesh width.

Moving on to the cases with p =2, we first consider 12th order methods, varying (zy,z) in the rectangle
[0.05,0.35]%[0.4,0.9] and fixing N = 100. The stability region as well as contour plots of the spectral radius
are shown in Fig. 6. Again we find that the approximations are stable for a wide range of parameter values
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and that the spectral radius is well-behaved so long as z; is not chosen too small. Fixing z; =0.10 and
z, = 0.53 we observe that the N-dependence of these quantities is similar to the case above except that the dis-
tance of the spectrum to the imaginary axis is about an order of magnitude greater than in the previous case

(see Fig. 7).

Repeating the preceding experiment for 16th order discretizations we observe a smaller stability region dis-
placed towards smaller values of z; (Note the change of z-values plotted in Fig. 8.). Nonetheless, variations of
more than 0.1 in each parameter are permitted. Similarly, the region where the spectral radius is small is obvi-
ously smaller. This indicates an increased sensitivity to the choice of grid parameters relative to the 12th order
approximations. The response to variations of N, on the other hand, are essentially the same as for the lower

order methods (see Fig. 9).
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3. Normal mode analysis

To further study the stability of the boundary closures derived above we carry out a normal mode analysis
of the associated semidiscretized half-space problems. As discussed in [6, Chapter 12], this analysis leads to a
problem of bounding the Kreiss determinant, which we now describe.

The half-space grid we consider is simply the union of the uniform grid with nonnegative integer nodes with
the set of p extra nodes, z;. We consider two transformed semidiscretized problems on this grid: the outflow
problem



T. Hagstrom, G. Hagstrom | Journal of Computational Physics 223 (2007) 316-340 323

Stability regions with p=2: n=100 Order=16 Sensitivity of abs(h*lambda)
0.75 ‘ T T T \ \ 0.75

with p=2 n=100 Order=16
max

T ™ TT T
]
> o © ¥

j
07t g ozl @ o i
: 1 0.65} 1
! 1 06f 1
: 1 0.55} 1

v

0303 /ﬁ

025 025
002 004 006 008 01 012 014 016 018 02 002 004 00 012 014 016 018 02
z4 Z4
Fig. 8. Sensitivity of spectral quantities for h%s, with p =2 and varying (zy,z,).
o Sensitivity of real(lamboda) ;g 21=0.10 z2=0.53 Order=16 Sensitivity of abs(h*lambda),g, 21=0.10 22=0.53 Order=16
‘ ‘ ‘ ‘ ‘ ‘ ‘
3.0166 ‘ ‘ ‘ ‘ ‘ ‘ ‘
3.0166 [ E
1L 4
10 3.0166 [ E
x 3.0166 [
©
15
R
g 1% ] 3.0166 [
£
K]
©
< 3.0166 -
10°F E 3.0166 |
3.0166 [ E
10'4 Il Il Il Il Il Il Il Il Il 3.0166 Il Il Il Il Il Il L L L
0 100 200 300 400 500 600 700 800 900 1000 U '°°0 100 200 300 400 500 600 700 800 900 1000
N N
Fig. 9. Sensitivity of spectral quantities for 7%, with p =2 and varying N.
§D = Dog b, (3.7)
and the inflow problem
S0 = =Dy 10, 09 =0, (3.8)

where ? is an infinite grid vector. Taking Rs > 0 we know that bounded solutions on the uniform grid are
described by linear combinations of ¢ modes:

q
vy = Zém{;, J > (39)

v=1
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where j; is the index of the last nonintegral node z, and where the functions r,(s) represent the ¢ independent
roots of the characteristic equation for the order 2¢ central difference formula (2.2):

q
SKIF Y Bk — 11 =0, (3.10)
=1
satisfying:
[, (s)| <1, v=1,...,q (3.11)

(The existence of ¢ roots inside the unit circle for Rs > 0 follows from the symmetry of the central dif-
ference formula and the fact that roots satisfying |x| =1 can only exist for imaginary s.) Using (3.9)
bounded solutions of (3.7) are determined by ¥;,, j=0,...,j.+¢ and those of (3.8) by ¥,
Jj=1,...,j.+q. Precisely, by solving (3.9) for the coefficients ¢, given v;,,1,...,7;,, we derive a represen-
tation in each case:

Ujptq+1 Uj+1

= xlnouw(gy| - . (3.12)
lA}.fL‘*'z‘I lA).iL‘*'q

Using (3.12) in (3.7) we obtain a system of j; + ¢ + 1 equations parameterized by s:

Vo
H(oul)(s) — 0’ (313)
ﬁjﬁf‘]

and similarly from (3.8) we obtain a system of j; + ¢ equations:

H®(s)] : =0. (3.14)
i]./L+q
Necessary conditions for stability, the Godunov—-Ryaben’kii conditions, are that these systems have no solu-
tions for Rs > 0. This is equivalent to the determinant conditions:

det(HmW) £ 0, Rs > 0. (3.15)

A sufficient condition for stability, on the other hand, is that the determinants are nonzero for Rs > 0.

To check (3.15) numerically we have attempted to compute minimizers of the determinant in the region
e < Rs <Ry, 0 < Is < R,. The restriction to a bounded region can be justified by arguments given in [6,
Chapter 12]. We have not, however, derived a precise estimate for R; or R,. In our examples, we have chosen
R; =20 and R, = 50 which we believe to be sufficiently large; in particular the determinants are found to be
large at the outer boundaries of the domain. Similarly we have chosen ¢ = 10~% without a full theoretical
justification.

The solutions of the actual minimization problems were computed using MATLAB’s built-in minimization
routines [12]. The results were found to be highly sensitive to the initial guesses or intervals prescribed. There-
fore, we made a number of runs with different choices for these, but we cannot with certainty claim that all the
global minima were found. Nonetheless, our results are completely consistent with the constructions based on
the spectra. For all cases tested, including orders higher than the stability limits obtained above, the determi-
nants were bounded below by O(1) or greater constants at outflow. At inflow, on the other hand, O(1) minima
were found only for the cases for which the spectral analysis predicted stability; methods of order up through 8
for p =1, up through 16 for p = 2, and up through 22 for p = 3. For higher order methods the minima found
were at least five orders of magnitude smaller. In Table 2, we list the minimum values for the appropriately
scaled determinant found by applying the minimization routine to cells of the form x; < Rs < x;+14,
yi < 3s <y, 44, covering the region of interest.
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Table 2

Minima of the Kreiss determinant

P 2¢ det(H©") det(H™)
1 6 2.4(0) 1.9(0)

1 8 6.0(0) 1.4(0)

1 10 1.5(1) 2.5(=7)
1 12 3.9(1) 4.6(—7)
2 8 4.4(0) 1.9(1)
2 10 1.3(1) 1.8(1)
2 12 3.6(1) 1.6(1)
2 14 1.0(2) 2.8(1)
2 16 2.9(2) 6.0(0)
2 18 7.3(2) 1.2(-5)
2 20 2.1(3) 7.2(—6)
3 16 2.5(2) 1.4(2)
3 18 8.2(2) 1.2(2)
3 20 2.5(3) 9.4(1)
3 22 6.5(3) 7.3(1)
3 24 1.4(4) 5.3(-5)
3 26 2.8(4) 4.7(—4)

Not unexpectedly, then, we find that the discretization of incoming characteristics, where we are in fact
using a downwind procedure, is responsible for the observed stability limits. This analysis, though not defin-
itive due to the difficulties in solving the determinant minimization problem, strongly bolsters our claim that
the boundary closures are stable.

4. Dissipation operators

As is well-known the addition of artificial dissipation (or low-pass filtering) can enhance the performance
and stability of difference methods for hyperbolic systems. Here we investigate the perturbations to the spectra
induced by the addition of multiples of the natural dissipation operator associated with a 2¢gth order approx-
imation, namely an approximation to the 2¢th derivative using the same stencil. Precisely we consider:

Dagn + (1) 9 BT, (4.16)

where v is a positive parameter and @i" is the matrix representing the approximation to the 2¢th derivative on
the stencil defining &,, ;. The coefficients in this approximation follow simply from computing the 2¢th deriv-
ative of the degree 2¢ interpolating polynomial constructed on the stencil. Here Z,, is a cutoff function; a diag-
onal matrix whose diagonal elements are one except in the first and last r elements. These we have chosen to be
zero, though less drastic cutoffs could also be tried.

Without the cutoff the dissipation operators had the defect that the resulting approximations were unstable
for y greater than some maximum value. Considering the continuous case, we note that the integral

d*u
is semidefinite only if the boundary terms vanish on integration by parts; that is only if appropriate boundary

conditions are satisfied. On the other hand, if £(x) is a nonnegative smooth cutoff function vanishing to high
enough order at the boundaries, then

d? /_d%u

—
—

obviously is semidefinite. Our matrix E, can be thought of as a crude representation of such a function. In our
experiments, we have had success with this approach choosing r =j; + ¢ + 1 where j; + 1 is the first point on
the regular grid to the right of all the z;. Then:

(4.17)
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(4.19)

the standard central difference dissipation operator.
A potential defect with the dissipation operators presented here is their asymmetry. We note that an alter-
native construction of symmetric artificial dissipation operators in the SBP context has been proposed in [14].

max(real(}))
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Fig. 12. Effects of dissipation for p = 3, 2¢g = 22.

The idea is to use hqu; B(h)Z,, where the weight matrix, B, is diminished near the boundaries to compensate
for the fact that @qT Y not a consistent derivative approximation; B is obviously related to our cutoff function.
It may be of interest to pursue such a construction in our case. Nonetheless, we find that our straightforward
approach leads to effective operators in some cases.

We consider the three maximal order methods discussed above: 8th order with p = 1, 16th order with p =2,
and 22nd order with p = 3. In each case we set r =j; + ¢ + 1. These are representative of all stable methods
tested. Plotted in Figs. 10, 11 are the maximum real part of the eigenvalues of 7%y, + (—1)q+1yh2q5h@,21" with
N =100 and a logarithmically scaled sampling of y. We also plot the spectrum for y chosen from the sample to
be the largest value for which the spectral radius is less than four times as large as the spectral radius of the
unperturbed operator; in practice we would prefer to use smaller values of y, and we typically do so in the
numerical experiments.

The graphs of the spectral parameters in all cases are similar. For y small the additional terms have no
discernible effect. At some value of y we observe a rapid decay of the maximum real part of the spectrum,
and soon thereafter the spectral radius displays an even more rapid increase (Recall we are plotting the
spectrum of 2% so that in fact the decay rates are considerable.). Because of the rapid rise of the spectral
radius, the effective range of the dissipation parameter is limited. Moreover, this range is quite different for
each of the cases considered. From Fig. 10 we see that 107> <y < 1072 is suggested for 2¢ = 8. For 2¢ = 16,
on the other hand, we conclude from Fig. 11 that the restriction 1077 <y < 10~ is reasonable. Lastly, from
Fig. 12 we suggest the range 1071 <y <10~ when 2¢ = 22 (Smaller values of y than tested here may also
be useful for 2¢ = 22.).

5. Extensions to optimized schemes

An important alternative to high-order, wide-stencil difference approximations to d/dx are wide-stencil
approximations which sacrifice order of accuracy to achieve good accuracy for a wider range of wavenumbers.
Examples of this approach include the compact schemes proposed by Lele [13] as well as explicit, least-squares
optimized formulas proposed by Tam and Webb [20] and Bogey and Bailly [2]. Here we follow the construc-
tion of [20], repeating the optimal grid construction given above for schemes of maximal order.
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Precisely, Tam and Webb’s dispersion relation preserving (DRP) schemes in the interior follow from min-
imizing the L, error in the dispersion relation over the interval |kk| < 7 subject to the constraint of fourth order
accuracy (The latter condition may be expressed as the exactness of the approximate derivative operator when
applied to elements of IT*, the vector space of fourth degree polynomials.). Precisely they solve the following
minimization problem specialized to a uniform grid and a symmetric 2¢ + 1-point stencil:

Problem 2. For fixed 4 and 2¢ + 1-point stencil choose the coefficients of the difference operator, @Zﬁp , to

minimize
. Y
/ |£2?thPe‘k" — ike®™|*dk,
g

subject to the constraint

dw
QZDCII?,,PW()C) =& (x) Vwe Il
Obviously, on the uniform grids considered in [20] the factor ¢** is superfluous as it is an eigenfunction of
@%}P. This simplification is not applicable on the nonuniform boundary grids considered here. We now simply
solve Problem 1 with D14 replaced by @%}P as defined at an arbitrary grid point and for an arbitrary stencil
by the solution Problem 2. Note that we use the interior value of / to define the range of integration.
Numerically, we use the same brute force search as described above, solving Problem 2 directly via the

introduction of Lagrange multipliers. The results, displayed in Table 3, are remarkably similar to those

k.

Table 3

Optimized grid locations and spectra of 5

z Z 2q N N~'p(2) N’lmax,;en(;j)ﬂu
0.22 - 6 100 1.72 —1.14(—4)

0.19 - 8 100 1.89 —2.02(—4)

0.18 - 10 100 2.07 —2.16(—4)

0.14 0.99 10 100 2.85 —2.64(—4)

0.14 0.99 12 100 2.89 —3.24(—4)

0.13 0.94 14 100 2.92 —4.32(—4)

0.13 0.87 16 100 3.05 —7.58(—4)

Spectrum of DPRP n=100 p=1 Stencil=8 Spectrum of DPRP: n=200 p=1 Stencil=8
2 T T T 2 T T T T T T

0.5F 05

-0.5F -0.5F

Fig. 13. Spectra of h@g,‘}l’ for p=1.
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Fig. 14. Spectra of h@'&ﬁp for p =2.

obtained for the maximal order schemes in terms of node location. However, it was possible to stabilize the
2g = 10 DRP method with p = 1 which was not possible for the 10th order formula.

We also plot the spectra. Again the similarity between the graphs in Figs. 13, 14 and those in Figs. 1, 2 are
striking. The main discernible differences are the kinks in the curve containing most of the DRP matrices’
eigenvalues.

We have not carried out the normal mode stability analysis for these methods, though in principle it should
be straightforward. Optimized dissipation operators or filters are also constructed in [2]. We have not included
these in our analysis.

6. Numerical examples

In this section, we present three numerical examples to illustrate the theoretical results and to examine
the relative performance of methods of differing order and with or without dissipation. In all cases time-
stepping is accomplished by the standard fourth order Runge-Kutta method with relatively small time
steps. In the first example, we consider the simple scalar system (2.3) with both smooth and discontinuous
initial data. In the second case, we solve Maxwell’s equations in a cavity with perfectly conducting walls. In
the third, we solve the Euler equations linearized about a slightly subsonic Couette flow with wall boundary
conditions on two sides and a perfectly matched layer (PML) on the others. In the first and second cases, we
present results obtained with the three methods of maximal order: 8th order with p =1, 16th order with
p =2, and 22nd order with p = 3. However, in the third case, where we have variable coefficients, we
use slightly lower order methods, 2¢ = 12, 18 for p =2, 3, which were more favorable. See also [10] for
additional experiments.

6.1. Convection of a pulse

We consider (2.3) with F'=0 and two initial conditions scaled to satisfy || g||,, = 1

8 _ —3)? 2, 3 <x< 1,
g(X) = ﬁe 512(' 4) 5 g(x) = {0 ‘(‘) <x< 3 (620)
’ 4
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Obviously in each case the exact solution will have propagated through the domain after 1 = 1. In the first,
the pulse, though narrow, is smooth, while in the second case it is discontinuous. Of course we do not ex-
pect the high-order central schemes to do a good job of accurately representing the discontinuous solution;
there will be a strong Gibbs phenomenon. However, we include it to test the stability of the boundary treat-
ments under extreme circumstances and to verify that they do not lead to spurious reflections of unresolved
waves.

We display results for the three maximal order closures using N =200 and At = ﬁ In Fig. 15, we plot
the L,-norm of the computed solution up to = 100. For the smooth data we observe a precipitous drop
in the norm as the pulse leaves the domain. For the discontinuous data the drop is not as rapid, however

the solution does eventually become quite small. Plotting the solutions themselves we see that the phenom-

o Evolution of llull,: One-way wave equation with 2q=8 Evolution of Ilull : One-way wave equation with 29=16
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Fig. 15. Decay of solutions for the pulse propagation problem.



T. Hagstrom, G. Hagstrom | Journal of Computational Physics 223 (2007) 316-340 331

enon of slower decay in the nonsmooth case is not due to the boundary treatment. It is simply caused by
the slow propagation speeds of the unresolved waves for the interior central difference approximations.

The unresolved waves do not reflect. See Figs. 16-18.

6.2. TM modes in a cavity

We consider Maxwell’s equations for TM modes in a cavity with perfectly conducting walls:

OE. OH,

o oy ™

OH, OH,  QE. OH, QE.
-y ot

ox’

(6.21)

posed in (x,y) € [0,1]x[0,1], > 0, with E. =0 on the boundaries. We semidiscretize the system by:

Gaussian profile t=0.6 2q=8

Gaussian profile t=0.8 2q=8
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Fig. 16. Solutions of the pulse propagation problem with 2¢ = 8.
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Fig. 17. Solutions of the pulse propagation problem with 2¢ = 16.
O G v — Dol D yp* (5,27 + 5,97 )E
5 = Zrahatly = DagnyHa+ (=) EnDy + Eny Dy ) Ex,
s _ g, E Ny (8,97 + 5,22 \H (6.22)
ot — T L2 hybz + (_ ) Y —hx%px +Hh,y hy x5 '
OH . _
y _ g+1,72¢g—1 = 2 | = 2¢
= Zoansb: + (DT 0h T B Dy + Eny Dy ) Hy

The boundary conditions are imposed by computing the time derivatives of outgoing normal characteristic
variables using linear combinations of (6.22) and one-sided differencing as discussed above and combining
these with the equation E, = 0.



T. Hagstrom, G. Hagstrom | Journal of Computational Physics 223 (2007) 316-340 333

Gaussian profile t=0.6 2q=22 Gaussian profile t=0.8 2gq=22
5 T T T T T 1.4 T T

0.8 4

0.2 1

1 I I I I I I I I I 0. I I I I I I I I I
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
X X

Square wave profile t=0.6 2q=22 Square wave profile t=1.0 29=22
25 T T T T T 1.2 T T T T

0.8f 4

0.6 1

0.2 1

o

-0.2 4

05 | | | | | | | | | 0.4 | | | | | | | | |
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Fig. 18. Solutions of the pulse propagation problem with 2g = 22.

We first study the accuracy of the methods by computing the solution:
E. = sin 24nx - sin 27wy - cos 3V 145n¢,

9 . .
H,=— \/T_S sin 24mx - cos 27my - sin 3V 145mt, (6.23)
8
H, = —— cos24nx - sin 27ny - sin 3V 145m¢,
SRRV Y

for 0 < ¢ < 100. Note that this is more than 1800 periods. In Fig. 19, we plot the approximate L, errors in £,
for the twelve cases described in Table 4.

First of all, we note that the solutions are stable and accurate over the time intervals considered. For the 8th
and 16th order methods there is a clear loss in accuracy when the artificial dissipation is included, though this
effect could easily have been avoided by choosing smaller values of y. For the 22nd order method the dissipa-
tion parameter was chosen so small that it had little effect on the error levels. We measured the observed
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Table 4
Cavity mode experiments
2q )4 y hy=h, At
8 1 0 = rER
8 1 0 5 .
8 I 1E(-2) % 2
8 1 1E(-2) %5 ™
16 2 0 = i
16 2 0 5 15.1360
16 2 SE(-5) % we
16 2 SE(-5) % 5560
22 3 0 & TS
22 3 0 % 56,1600
22 3 1E(-7) % TS
22 3 1E(-7) &= o
Table 5
Observed convergence rates
2q P y Average order
8 1 0 7.9
8 1 1E(-2) 5.5
16 2 0 15.0
16 2 SE(-5) 13.8
22 3 0 19.6
22 3 1E(-7) 17.9

convergence rate by looking at the ratios of the logarithms of the L-errors in space and time. This yields values
consistent with the design accuracy, though slightly below. See Table 5.

Lastly, as the exact spatial operator with boundary conditions has purely imaginary eigenvalues, one might
expect that the nondissipative methods are asymptotically unstable. That is, as the eigenvalues of the discrete
problem are not structurally forced to be purely imaginary, we have no a priori reason to expect that they will
not have small real parts of either sign (This will not be an issue for boundary conditions which are not every-
where perfectly reflecting.). This possibility for long time growth for a conservative problem does in fact occur.
Setting h, = h, = 5 we solved with less oscillatory data up to 1 = 10*, measuring the error in time increments
of 20. Growth in the error to O(1) was observed for y = 0 by r = 1880 for 2¢ = 8, by ¢ = 2440 for 2¢ = 16, and
by ¢ = 300 for 2¢ = 22. When the dissipation was included, however, methods of all three orders were accurate
through ¢ = 10*, and we expect that they are asymptotically stable.

We emphasize, however, that even though they are not asymptotically stable, the dissipation-free methods
were shown to be accurate over long time intervals, so that the addition of dissipation is only required in the
very special case of a completely conservative wave system (no radiation out of the domain) and then only for
very long time simulations.

6.3. Linearized subsonic Couette flow with a PML

Our third example is taken from the 4th CAA workshop on benchmark problems. We solve the compress-
ible Euler equations linearized about a subsonic Couette flow:

op 0p Ou Ov
6_1+My6_x+a+@_o’ (624)
Ou Ou op
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ov ov Op

—+My—+—=0 6.26
TP aty =" (6.26)
op Op Ou Qv

with a reference Mach number of M =0.9. Here the physical domain is given by (x,y) € (—2,2) x(0,1),
0 <t < 64, and at the top and bottom we impose the wall boundary condition, v = 0. Initial data, prescribed
in [9], is given by a dipole pressure pulse plus an entropy pulse. We give its precise form in Appendix.

As in [10], we terminate the computational domain with perfectly matched layers to absorb outgoing waves
(see also [8]). The modified equations in the PML are:

2€+My(2 +Gﬂp+?’)+2:+6,uu+5”u+2;0, (6.28)

%—kMy(gz—kaouﬂl’) +2p+o‘up+‘P =0, (6.29)

%+My<6_;’+m+ q/) +%’: 0, (6.30)

%+My<a—i+aup+‘l’)+2 +ouu+ P, +2y 0, (6.31)
and for w=p, u, v, p, ¥,, = 1, + ¥, and:

%;"W + (@ + o), + a(%—f + ouw + tplw) =0, (6.32)

algjw + oy, + opow = 0. (6.33)

The layer equations are solved in the domains (—3.5, — 2) x (0,1) and (2, 3.5) x (0,1) with wall boundary con-
ditions, v = 0, at the top and bottom and differentiated normal characteristic boundary conditions at the outer

edges, x =+ 3.5. Precisely, at x = —3.5, which is an inflow boundary, we set:
0 0 ov
=0, — = .34
3 (P =P =0, 5 (utp) =0, = =0, (6.34)
and at x = 3.5, which is an outflow boundary,
0
e (u—p)=0. (6.35)

Here we use oy.xtanhy|x — x| as our absorption profile with x; = 4 2 the interface location. With this choice
the solution is expected to be continuously differentiable across the layer interface but no smoother. Thus we
do not compute differences across the interface but rather solve in three domains independently, the physical
domain and the two PMLs. At the interfaces after each time step we impose continuity by setting the normal
characteristic variables from the left or right subdomain; that is we take the values of p — p, u + p and v from
the left and u — p from the right. The precise values of the layer parameters in the experiments are:

2=0.5, =05, G =20, 7 =2. (6.36)

The discretizations are as in the preceding example; first order space derivatives are approximated with &, in
each subdomain and, when used, the dissipation operators are added to each evolution equation. In the layer,
these are only added to the equations corresponding to the physical variables. The wall boundary conditions
are discretized indirectly by imposing equivalent conditions on the space derivatives. Thus at the walls we set
af = 0 and compute & L+ af using the one-sided formulas according to which represents the outgoing normal
characteristic varlable Similarly, at the layer edges, besides the imposition of the derivative boundary condi-
tions on the incoming characteristic variables, we use the one-sided formulas to compute the derivatives of the
outgoing variables.
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This problem challenges the proposed high-order discretizations in a number of ways. First of all, the Cou-
ette flow leads to significant shearing of the initial pulses while the PML leads to rapid spatial damping as the
disturbances enter the layer. Second, it tests their capability to perform in a multidomain setting where there is
limited smoothness across the interface. Third, the absorption parameter increases rapidly and the layer equa-
tions themselves are marginally stable; in fact it is probable that they are not asymptotically stable [8].

We present results in a number of cases which are described in Table 6. The difficulties presented by this
example led to some decrease in the orders we could stably use for certain values of p and on certain grids.
For p =1, the 8th order method appeared to exhibit late time instabilities when we used a very coarse grid;
these were not evident for finer grids. The 16th order method with p = 2 needed the artificial dissipation oper-
ators to produce stable results over the prescribed time interval. Reducing the order to 12, however, the com-
putations were stable even without dissipation. Finally, with p = 3 stable results were obtained using 18th
order discretizations but not with the method of order 22.

We note that it is generally expected that some dissipation or filtering is needed for problems with variable
coefficients or nonlinearities. Given the fact the continuous problem itself has marginal stability properties, we
view these results, which show that the methods could be successfully used with no dissipation, to strongly
attest to the robustness of the boundary closures. However, they do suggest that when using the higher order
schemes one should avoid the maximum order which could be stabilized for a given choice of p. Thus, in the
presence of variable coefficients, we suggest limiting the order to 12 with p =2 and 18 when p = 3.

Errors, plotted in Fig. 20, are computed by comparison with the long domain solution of [9]. Thus they
include the effects not only of discretization error but also the domain truncation error and the discretization
error of the long domain solution itself. The problem is designed to challenge domain truncation methods, and
even with a layer as thick as we are using here, the domain truncation errors dominate for long time. This is
clear from the grid and method independence of the long time errors. Moreover, the long domain solution was
computed using the 8th order method with i, = h, = 1;—8 and At = zolﬁ Thus the error data shown for the
higher order, fine grid solutions is suspect in that our calculations here are likely more accurate than the ref-
erence solution itself. Nonetheless, it is still of some interest to look at the error plots. Here we only plot the
pressure differences; differences in the other fields are similar except that the density seemed somewhat more
sensitive to the choice of artificial viscosity.

Looking at the early time errors, that is before the effects of the domain truncation become dominant,
we clearly observe rapid convergence with grid refinement, though generally not at the design order. Addi-
tion of the artificial viscosity clearly reduced the early time accuracy for the 8th and 16th order methods,
but had little effect when 2¢ = 18. Again we emphasize that the reference solution is not sufficiently accu-
rate to make the error data reliable enough to assess convergence order, and we mainly present this exam-
ple to show that the methods are stable an accurate even in the presence of strong inhomogeneities and
gradients.

Table 6
Couette flow experiments
Case 2q P y he=h, At
1 8 1 0 le ﬁ
2 8 1 0 & =5
3 8 1 0 & 77
4 8 1 1E(=2) (%4 ﬁ
5 12 2 0 é SIW
6 12 2 0 & s
7 12 2 0 9% 12})00
g 16 2 1E(-4) & C
9 18 3 0 %2 ﬁ
10 18 3 0 6—14 ﬁ
11 18 3 0 = 3555
12 18 3 2E(-8) & s
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Fig. 20. Pressure differences with the solution in [9] for the Couette flow problem.
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7. Conclusion

In summary, we have demonstrated that stable boundary closures for high-order central difference methods
can be simply constructed via the introduction of a small number of additional grid points at judiciously cho-
sen locations in the first one or two cells. These lead to effective methods of orders up to 22 for solving first-
order linear hyperbolic systems. Beyond further testing, there are a number of extensions which seem worthy
of consideration. These include:

1. Discretizations of the second derivative: we have, in fact, successfully tested 8th and 12th order two-step
methods in space and time for the scalar wave equation using the grids constructed here; the idea is to
compute approximations to powers of the Laplacian which appear in high-order temporal Taylor series.
However, we have not systematically optimized the node locations.

ii. Development of improved dissipation operators; the ad hoc construction given here was only marginally
useful.

iii. Stabilization of one-sided compact and staggered grid methods. As shown in [4] these have the potential
for substantially better performance than the fixed grid explicit methods we have considered so far.
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Appendix A
A.1. Explicit formulas for 8th order closures

The 6 x 9 irregular block of 7%, near the left end of the grid x;,x, = x; + h, x;=x1+(j—2)h,j = 2; that
is, the coefficients for the approximate derivatives at the first six nodes.

__ 1063 1,953,125 _1 i _3 35 _1 7 _ 1
140 224,808 4 6 6 76 40 174 238
224808 9,660,695 196,707 524,552 56202 82,824 65569 54264 3306
78,125 4,720,968 156,250 703,125 109,375 296,875 625,000 2265625 1328125
4 _ L9315 1 4 _5 20 _1 4 _ L
7 1,573,656 5 3 7 57 8 145 357 (A.37)
_3 1953125 3 _ 4L 15 _Ls 1 _3 3 '
14 4,720,968 4 180 14 38 8 116 119
2 _ 390,625 A _ 14 3 14 _7 14 _ 1
15 1,573,656 20 15 28 19 10 435 340
_ 19 390,625 _ 19 19 _19 39 19 _ 19 19
140 1,573,656 60 30 14 76 40 290 357
A.2. Initial data for problem 2
p(xl7x270) :P(xlax270)7 (A38)
t—ri e y‘ §— r,
xl,.X2, E B E / (A39)
=—00 \/(t— S — r
Ugr
p(X17X2,0) x17x27 E € ISS/‘ (A40)
k=—00

u(xl,xz,O):fl(xl)/ 66t (z,%,,0)dz — / (z,x2,0)dz, (A.41)
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2 (2P
v(x1,x,0) = —fll(xl)/o /_2 a(z7 w, 0)dzdw. (A42)
where
r =0 —x10)" 4 (2 —x0a)’s 7 = (0 —x15)° + (2 — x050)° (A.43)
0, x<—19
filx) =< 1 —e @+1929° 1< 1.9 (A.44)
1, x> 19.
11=17=-95 u=u=30, Bb=-B =1, (A.45)
X1 = —x12 = 0.1, x210 = x220 = 1/2. (A.46)
s =12, x5 =0, X250 = 1/2. (A.47)
Xoij4l = 2 = X4k, X2i—(ht1) = —X2k, Kk = 0, (A.48)
XoSjprl = 2 = Xo§, ks X25—(ktl) = —Xosk, kK = 0. (A.49)

The parameters B;, u;, X1 5, X2 S, [Ls, X1.s, X2 sk are chosen so that, to a high degree of accuracy (11 digits), the
initial data are supported on (—2,2) and the boundary conditions are satisfied. The integrals are evaluated
using a combination of Gaussian quadrature and endpoint corrected trapezoid rules, again to high accuracy.
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